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1. 대학생들이 조별과제를 싫어하는 이유

해밍 역시 혼자 일하는 것을 좋아하는 것처럼 보인다. 혼자 일했을 경우 좋은 점은 그만큼 자신의 생각의 범주에 잡혀 오랫동안 고민할 수 있고 생각하기 좋기 때문이다. 반면 경영과 조직 관리에서는 공동체의 책임과 맡은 일에 대한 책임 그리고 인간관계가 얽혀있다. 책임을 다하는 것은 자신의 일을 다한 다는 것도 있지만 공동체의 책임이란 같은 방향성을 가지고 함께 걸어간다는 것을 의미한다. 즉 모르는 사람이 있다면 동기부여를 해주고 알려주고 함께 가는 것이다. 또한 이러한 관계가 유지되기 위해서는 인간관계 역시 지혜롭게 해야하는 데 있다. 상대방에게 강요를 하거나 압박을 하게되면 위의 일을 하는데 있어 어려움이 존재한다는 것이다. 이것을 근거로 대학 조별과제도 마찬 가지이다. 누구에게는 이 수업이 가장 중요할 수 있지만 어떤 사람에게는 포기한 과목이 될 수 있다. 또한 어떤 사람에게는 성적을 잘 받아 성적장학금을 받아야하지만 어떤 사람에게는 장학금이 부모님 회사에서 나와 그렇게 중요하지 않을 수 있다. 이러한 복합적인 이해관계속에서 동일한 목표와 방향성을 가지고 함께 하기란 쉽지않다. 또한 회사처럼 기업의 이윤과 밀접하게 이어진 부분이 아니기 때문에 서로의 환경을 이해하기란 쉽지않다. 즉 책임을 다하는 일은 보다 쉬울수 있지만 서로의 배경이 다른 환경속에서 서로를 동일한 목표로 방향성을 유지하는 일이 가장 어렵고 시간이 많이 들게된다. 개인주의가 만연해있고 발달해있는 오늘날 대학생들에게는 조별과제는 가장 비효율적 과제이며 노력한 시간 대비 얻는 성과 낮고 오히려 인간관계에 대한 스트레스가 만연한 과제라고 생각하게 된다고 생각한다.

1. Parity 방식의 오류 검지 기법

디지털 데이터에서 정보를 저장하는 최소 단위를 비트(binary digit=bit)라고 하고, 문자를 저장하는 최소의 단위는 8개의 비트가 모인 바이트(byte)라고 한다. 하나의 비트는 0 또는 1이란 두 개의 정보를 가질 수 있기 때문에 비트가 한 개씩 늘어날 때마다 표현 가능한 정보는 2의 거듭제곱 꼴로 늘어나게 된다. 바이트의 경우 8개의 비트가 모여 총 256개의 정보 표현이 가능하다. 한편, 미국에서 데이터 통신으로 사용하는 문자로는 영문 알파벳 대문자 26개, 소문자 26개, 숫자 10개, 특수문자 32개, 공백문자 1개가 있고, 출력이 불가능한 제어문자로는 33개가 있다. 이 문자들을 모두 표시하기 위해서는 총 128개의 정보를 구분할 수 있어야 하므로 최소 7개의 비트(개)가 필요하다. 문자를 저장하는 최소 단위로 바이트를 사용하는 컴퓨터에서 미국에서 사용하는 모든 문자를 사용하면 한 개의 비트 공간이 남아 있게 된다. 즉 버려지는 정보공간이 생긴다는 의미이다. 사람들은 이 공간을 버리지 않고, 오류 여부를 확인하는 데 사용하였다. 이를 ‘패리티 비트’라고 부른다.  
   
  패리티 비트는 다음과 같이 짝수 패리티나 홀수 패리티 중 하나로 결정한다.  
   
  ● 짝수 패리티 : 전체 비트에서 1의 개수가 짝수가 되도록 패리티 비트 값을 0 또는 1로 결정  
   
  ● 홀수 패리티 : 전체 비트에서 1의 개수가 홀수가 되도록 패리티 비트 값을 0 또는 1로 결정
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위의 그림의 경우 전송하려는 데이터 비트의 1의 개수가 3개이므로 짝수 패리티는 마지막 패리티 비트 자리에 1을 넣어 준다. 이때, 데이터 중 하나의 비트가 변경되었다고 가정해 보자. 짝수였던 1의 개수가 홀수 개로 바뀌게 된다. 즉, 홀짝성이 바뀜으로 오류가 있음을 알게 된다.  
이렇게 홀짝성으로 오류를 검출하는 패리티 비트 검사는 매우 간단하고 쉬운 방법이지만 큰 약점이 존재한다. 오류가 난 위치를 알 수 없어 정정할 수 없고, 하나의 비트가 아닌 여러 개의 비트에서 한꺼번에 에러가 발생하면 단순 홀짝성으로 오류를 검출할 수 없다는 것이다.

1. 인공신경망 기반의 인공지능 응용 접근

과거에는 인공신경망이 데이터 오차를 없앴다면 요즘에는 오차를 내버려두고 역전파를 사용해서 재학습을 시킨다. 오차를 통해 이러한 오차를 선택하지않게 하는 것이다.

인간이 학습을 할 때 반복과 수행 결과에 반응을 계속해서 학습한다. 우리는 보통 실수한 것을 기억에서 지우지 않는다. 오히려 큰 실수는 장기기억으로 남아 그러한 실수를 하지않게 뇌는 유도한다. 인공신경망에서도 마찬가지이다. 학습으로 인한 오차가 발생한다면 데이터를 삭제하는 것이 아니라 오히려 역전파를 하여 오차에 가중치를 두게 한다. 그래서 그 가중치를 통해 오차를 선택하는 방향을 최대한 줄이는 것이다. 하지만 이러한 학습에는 한가지 단점이 있다. 학습에 대한 결과가 왜 이렇게 나오는지 분석하기 힘들다. 인간이 어떠한 사건에 의해서 성격이 조금씩 바뀌는것 처럼 여러가지의 오차들이 쌓여서 결과물을 내놓는데 핵심로직은 찾기 힘들다는 것이다. 이러한 이유들로 인해서 현대 인공신경망을 구성하는데 데이터의 오류를 완전히 없애는 방법을 선택하기보다 약간의 오차를 허용하여 역전파를 할수 있게 접근 방식을 구성하기도 한다.